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INTRODUCTION
The discipline of landscape architecture has developed an ecological design framework that relies on process-based strategies and systems thinking to manipulate the environment. In this essay, we want to unpack and articulate this landscape design paradigm with the notion of attunement. But before moving into Morton and his attunement concept, we want to provide some considerations over object-oriented ontology (OOO) movement at large, highlighting how landscape discipline has responded to this intellectual shift.

AGENCY AND AUTONOMY
Since the late 1990s, there have been several intellectual and theoretical developments that move away from epistemological and contextual concerns stemmed from the 20th century “linguistic turn” to ontological concerns in a posthumanist framework characterized by a revival of materialism and the ascendency of OOO and machine-oriented ontology (MOO). Unlike many architecture theorists, who are interested in OOO based on the refocusing of the architectural object, the landscape discipline is sympathetic towards OOO for its flat ontology and its interests in the nonhumans. In fact, many in the discipline of landscape architecture respond to this intellectual shift by aligning themselves with new materialist philosophers such as Jane Bennett and Levi Bryant and share with them the concerns toward the “withdrawal” and “nonrelational” claims of some OOO thinkers. Because for the discipline of landscape architecture, the nonhuman realm has always been active and full of transformative forces, and “withdrawal” gives rise to a sense of negativity that cannot help to recognize the nonhuman intelligence as well as their agency to transform the shared environment.

Framing the nonhumans as active agents is crucial for us to interpret Morton’s attunement. Morton describes attunement as “a living, dynamic relation with another being.” Taking this argument, designing landscapes means to forge new kinds of living, dynamic relations among different intelligent agents including humans, machines, and other biotic and abiotic actors to co-produce the shared environment.

In the past few years, the developments in artificial intelligence and machine learning research, on the one hand, challenge our understanding of nonhuman intelligence and agency, and on the other hand, inspire us to develop new design methodologies that focus on landscape agents and their intelligence. We find computer scientists Shane Legg and Marcus Hutter’s concept of universal intelligence conceptually stimulating to understand what intelligence is. Generally speaking, “[i]ntelligence measures an agent’s ability to achieve goals in a wide range of environments.” This definition relies on a cybernetic model by imagining an intelligent system or an agent that interacts with its environment and achieve goals through feedback loops.

As a discipline landscape architecture recognizes and respects the autonomy and agency of human and nonhuman agents in constructing the shared environments. The framework of co-production between human and nonhuman agents requires a unique understanding of intelligence in the landscape discipline: designing landscape essentially assumes that human and nonhuman agents in ecosystems possess intelligence, and they are intelligent enough to sense their environments and take actions to construct their environments. But to truly embrace nonhuman agency and intelligence in constructing the shared environment, we have to avoid anthropocentrism and individualism that are inherent in how people usually understand intelligence, agency, intentionality and other associated terms.

Anthropocentrism, or understanding the world from a human-centered perspective, is the first issue when considering nonhuman intelligence and agency. Even though Legg and Hutter expanded the agent to include human, animals, and machines, the fact that universal intelligence works as a measurement unwittingly imposes a human-centered standard on nonhuman agents of when considering what action is intelligent. For example, this human-centered view prevents people from understanding that a plant such as a tree is intelligent because people cannot see trees move or think. However, nonhumans relate to their environment very differently from humans. Thomas Nagel, in his 1979 essay, “What is it Like to be Bat?,” posits the question of thinking in other species’ mind. We cannot know what it is like to be a bat, but we know a bat is thinking and that thinking is different from ours and we cannot hope to comprehend it. And the experience of a bat may have a complexity that we cannot comprehend. For us, this is less an epistemological question -- how we can know what it is like to be something -- but an ontological claim. We cannot know entirely other people’s thinking and feelings, but it does not prevent us to respect their agency and values. We see no reason to limit this
empathy only to human. Nonhumans sense the environment, process information, and respond to inputs very differently from human beings, and it is impossible for us as humans to really understand how nonhuman relate to their world. As a consequence, there is no necessity and also impossible to compare which “intelligence” is more intelligent or more similar to human intelligence. For example, in a posthumanist perspective, we respect animals not because they are diminished versions of us, but because they are intrinsically different from us.

The second problem we want to point out in universal intelligence is individualism. The “agent” in the definition assumes an individual intelligent being, overlooking group intelligence emerged from the interactions and coupling of different agents forming an intelligent assemblage. For example, an ant is not capable in taking actions intelligently to impact the environments at a meaningful scale, whereas a colony of ants is able to act intelligently and construct an underground ecosystem that supports their lives. This point can also be further illustrated by using cognitive scientist Andy Clark’s extended mind theory. Clark argues that humans can offload their cognitive functions onto other things such as a paper. By writing down formulas and numbers on a piece of paper, we can free up our attention to only focus on simple calculations, and the paper remembers numbers for us. From this perspective, what liberal humanist subject thought to be intelligent action was in fact achieved by an assemblage of things. In a way, humans are always co-evolved with nonhumans around us, some are technical, some are biological, and some are incorporeal. And intelligent actions could be understood as a desired local manifestation that is overdetermined by many actors.

ENDNOTES

SYSTEM
With these caveats, we can restate our argument that built around Morton’s attunement as manifesto. Landscape design is about enabling attunement among different beings. It is about forging new kinds of living, dynamic relations among all kinds of biotic and abiotic intelligent agents in the shared environment. It is about setting up the stage for all kinds of actors to interact and achieve their own potentials. And it is about constructing a shared environment that is democratic for all species. Designers also need to attune to the forces and structures of other intelligent agents. This requires an understanding of the definition of landscape not as a designed object, a field, a background, or a figure, but a complex multiagent-system of which humans are a part. The aesthetic experience is not achieved by landscape object, but by the synchronic attunement to the forces and flows in the designed landscape through constructed experiences and affects. Bringing together the concept of intelligent agent and attunement, we saw an opportunity to design the environment towards a more than human future.